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#### Abstract

An accurate estimation of international migration is hampered by a lack of timely and comprehensive data, and by the use of different definitions and measures of migration in different countries. In an effort to address this situation, we complement traditional data sources for the United Kingdom with social media data: our aim is to understand whether information from digital traces can help measure international migration. The Bayesian framework proposed is used to combine data from the Labour Force Survey (LFS) and the Facebook Advertising Platform to study the number of European migrants in the United Kingdom, with the aim of producing more accurate estimates of the numbers of European migrants. The overarching model is divided into a Theory-Based Model of migration and a Measurement Error Model. We review the quality of the LFS and Facebook data, paying particular attention to the biases of these sources. The results indicate visible yet uncertain differences between model estimates using the Bayesian framework and individual sources. Sensitivity analysis techniques are used to evaluate the quality of the model. The advantages and limitations of this approach, which can be applied in other contexts, are discussed. We cannot necessarily trust any individual source, but combining them through modeling offers valuable insights.
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## Introduction

Measuring international migration is challenging (Bilsborrow et al. 1997). The lack of timely and comprehensive data about migrants, combined with the varying measures and definitions of migration used by different countries, is a barrier to accurately estimating international migration (Bijak 2010; Willekens 1994, 2019). In recent years, scholars have started using Bayesian methods to combine different sources of migration data in order to provide better estimates of the migrant stock-the total number of migrants present in a country at a certain date (Azose and Raftery 2019). In this
article, we aim to improve estimates by complementing survey data with social media data. This is important because, when designing migration policies, it is crucial to have access to valid sources of data on international migration. We propose using a Bayesian data assessment model that combines data from the Labour Force Survey (LFS) and the Facebook Advertising Platform to assess the number of European migrants in the United Kingdom (UK). The goal is to demonstrate how such a model can produce a more accurate estimate of European migration. We use the UK as an example as it is a Western country for which the migration data are of poor quality.

We employ the Integrated Model of European Migration (IMEM), which is a Bayesian model for estimating migration. This framework was created by Raymer et al. (2013) for combining the flows reported by the sending countries with the flows reported by the receiving countries to estimate a number closer to the true value of the flows. The IMEM model with modifications has been used by Disney (2015) to combine multiple migration survey data sets in the UK, and by Wiśniowski (2017) to combine the LFS data in the case of Polish migration to the UK. More recently, Del Fava et al. (2019) expanded the model by drawing on administrative and household survey data for 31 European countries. The main feature of the IMEM approach is that it provides a framework that assesses the limitations of the available data sets in terms of the definition of migrants used. Assessments of the bias and the accuracy of these data sets are used to create appropriate prior distributions to adjust for the identified data issues.

At the same time, a new strand of research has emerged that has been repurposing digital data to complement traditional demographic data sources and to improve their coverage and timeliness of production. Since digital trace data are often geolocated, migration has received particular attention in this literature. As Cesare et al. (2018) have suggested, using digital trace data sources has advantages, such as the speed and low cost of data collection, but also limitations, with issues regarding the lack of accessibility, transparency, and representativeness. Drawing on data from the Facebook Advertising Platform and the LFS, we investigate whether the digital traces that individuals leave on Facebook can be used to estimate stocks of migrants in the UK.

This is by no means the first study that has tried to combine digital traces with survey data (Alexander et al. 2019, 2020; Zagheni et al. 2018). However, in this article, we propose for the first time an overarching framework that includes both a theoretical model that considers push and pull factors related to migration theories and a data assessment model that aims to reduce the bias from the data that enters the model. This framework provides a more context-specific model for examining migration to the UK from several sending countries. Moreover, our study provides important insights into the complex reality of international migration to the UK by shedding light on the demographics of migrants by country of origin, which are hard to obtain using currently available official statistics. The attention is limited to migrants from European countries because, in the UK context, these migrant stocks are the hardest to estimate owing to the "freedom of movement" that characterizes the European Union (EU). At least until December 2020, there has been no requirement for EU migrants in the UK to register their residence. Thus, up to now, survey data have been used to estimate the stock of migrants from the EU. We want to complement these existing, but incomplete, official estimates of migrant stocks by analyzing digital trace data. As an illustration, we produce an estimate of the total number of EU migrants for 2018 and 2019.

There are two additional reasons why it is interesting to look at the migration system of the UK. First, the UK Office of National Statistics (ONS) bases its estimates of international migration on surveys. In August 2019, the ONS reclassified their estimates as experimental statistics, emphasizing that the estimates might be inaccurate (ONS 2019a). Furthermore, the scientific literature has suggested that these surveys are affected by different sources of bias (Coleman 1983; Kupiszewska and Nowok 2008; Kupiszewska et al. 2010; Rendall et al. 2003). In Europe, the UK is an example of a country in which there is only a "bronze standard," meaning that the UK migration data sources are inferior to the "gold standard" but are of "sufficient quality for validation" (Azose and Raftery 2019). Second, although the UK has experienced a net positive increase in migration from European countries over the past two decades (Champion and Falkingham 2016), the ONS reported an undercount of $16 \%$ for the net migration estimates for the EU8 countries (Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, and Slovenia) in 2016, suggesting that the relevant migration statistics are of insufficient quality (ONS 2019b). Using digital traces might provide insights into UK migration trends by sex and country of origin by enabling researchers to produce estimates of stocks of European migrants in the UK. Moreover, Willekens $(1994,2019)$ has called for the creation of a synthetic migration database that combines data from different sources. The purpose of this database would be to "create the best possible estimates of the true number of migrants" (Willekens 2019). The present article seeks to contribute to this "learning process" by answering the following research question: What can Facebook advertising data contribute to ONS migration estimates, in a context in which there is no "ground truth" data against which model estimates can be validated?

## Data

## Traditional Data and Their Limitations

A gold standard for migration estimates does not yet exist. In fact, Swedish register data, long considered the gold standard among demographic data sets, have been proved to overcount migrants (Monti et al. 2019). Using traditional data to estimate the migrant stock, such as data from censuses, administrative sources, and surveys, presents limitations related to the definition of migrant, the coverage of the migrant population, and the accuracy of the estimates (Willekens 2019). Moreover, traditional sources of migration data are not timely. The United Nations suggested using the following definition of an international migrant in order to harmonize data sources on migration worldwide (United Nations 1998): "person who moves from their country of usual residence for a period of at least 12 months." An individual who lives abroad for a period of 3-12 months is considered a short-term migrant.

While Europe-wide data sources follow the standard definition of an international migrant (European Parliament and Council of the European Union 2007), individual European countries use a variety of systems to track the number of international migrants living within their borders. While censuses are considered the best source of data for estimating migrant numbers, these data have at least three limitations (Willekens 1994, 2019). First is that census data are collected every 10 years, and so
they do not provide a timely picture of migration. Second, the census records immigrants living in the country, but does not account for the emigrants that have left the country. And third, the census does not ask for important data such as the individual's age at time of migration or return migration.

Administrative data sources, such as population registers, can also be used to estimate migrants. Only a handful of countries use survey data to estimate international migration. The advantage of survey data collected from migrants is that they might provide additional information that is not included in the census or administrative data sources. However, survey data might fail to adequately cover the migrant population.

In the absence of registers, the UK largely relies on a survey-based system to collect information on its migrant population. The two main sources used to estimate international migration to the UK are the International Passenger Survey (IPS) and the Labour Force Survey. The IPS has been running since 1961, and it was originally introduced to estimate levels of overseas travel and tourism. It is currently the official source of data for estimating inflows and outflows of international migrants. The ONS itself admitted that the IPS "has been stretched beyond its original purpose" (ONS 2019c) and cannot be used as the only source when seeking to estimate international migration in the UK.

The second main data source is the LFS, a Europe-wide quarterly household survey that aims to estimate labor market conditions such as employment levels. Through a boost of this survey provided by the Annual Population Survey (APS), the ONS collects data on the stocks of foreign-born and foreign citizens living in the UK at the local authority level. The APS records information on the length of time migrants have already spent in the UK. The LFS interviews 41,000 UK households per quarter (ONS 2018a) and combines these data with data from two quarterly waves of the LFS to create a sample covering 360,000 individuals and 170,000 households per year. The data are released three months after the end of the survey.

The limitations of the sampling framework, the systematic bias, and the coverage of both the IPS and LFS have been described in several studies (Coleman 1983; Kupiszewska et al. 2010; Kupiszewska and Nowok 2008; Rendall et al. 2003). In addition, the ONS has recently started a work program that aims to combine data from additional administrative sources with data from the IPS and LFS in order to obtain a comprehensive measure of migration (ONS 2018b).

## Digital Traces and Their Limitations

New social media data sources might be used to improve official migration statistics, as these sources can provide information on the backgrounds and other demographic characteristics of migrants. Digital traces can be collected quickly using the Application Programming Interface (API), which links researchers, as the client, to the server, where the data we are interested in are stored in the form of a database (Cooksey 2014; Sloan and Quan-Haase 2017). The ability to know in real time how many of the users are in a specific location can help us to nowcast migration.

In addition, social media data can be geolocated. For example, email location data have been used to estimate international migration rates (Zagheni and Weber 2012). These data are cheap because they are collected by repurposing data sets
originally intended for advertising. Thus, by relying on these data, we no longer need to create new data infrastructures to collect data. Moreover, these new data sources can provide us with insights that will enable us to expand the definition of an international migrant. Different countries use different definitions of a migrant that vary depending on the length of time an individual must spend outside of their usual country of residence. Thus, the definition of migrant is still not harmonized worldwide (Kupiszewska and Nowok 2008; Willekens 1994). Fiorio et al. (2021) have highlighted the possibility of using geotagged Twitter data to investigate short-term mobility and long-term migration. They suggested that drawing on digital trace data could help to refine migration theory and modeling. In addition, these data can be augmented through data from dedicated surveys of populations that are too hard or too expensive to reach with a traditional sampling framework (Pötzschke and Braun 2017; Rosenzweig et al. 2020).

Nevertheless, these sources also have important limitations. In some cases, researchers do not have direct access to all these new data sets and need to create partnerships with private companies to obtain the desired level of access (Blumenstock 2012). Digital trace data from LinkedIn might provide insights into trends in highly skilled migration to the United States (State et al. 2014), while data from the Web of Science have been used to follow trends and patterns of international migration among scholars (Aref et al. 2019). However, these sources do not provide data that are representative of the entire population. Hargittai (2018) analyzed the potential bias of different platforms in the United States, including Facebook, LinkedIn, Twitter, Tumblr, and Reddit. She found that Facebook is the most representative social media platform across educational and internet skill levels, while the other social media platforms are used by smaller and more specific U.S. population groups. The work of Hargittai builds on the critique by Lazer et al. (2014) of the assumption that we can substitute traditional data sources with digital trace data by showing that using these new data sources without considering their bias is problematic. These authors have also pointed out the algorithm dynamics and the unstable characteristics of digital traces, as the companies that generate the data we are seeking to use are constantly modifying their algorithms and are in full control of the information the researchers ultimately receive.

In this article, we focus on Facebook Advertising Platform data. Facebook provides advertisers with information on its users, including each user's age, sex, level of education, and language. For this reason, Facebook has been described as a biased digital census (Cesare et al. 2018; Zagheni et al. 2017). Facebook's main business is advertising, and the data provided on the Facebook Advertising Platform are made available to advertisers to help them plan their online campaigns. Facebook has a strong incentive to accurately report the characteristics of its users, because its ability to do so has become the main focus of its business, as the company is aware that advertisers might change platforms if they cannot target the right audiences through their services. We are repurposing data from this advertising platform for demographic research.

The variable that is currently used to estimate international migrants is defined by Facebook as "people that used to live in country x and now live in country y." This variable was first used in Zagheni et al. (2017), where it was compared to data from the American Community Survey. Until December 2018, the variable was referred
to as "expat from country x," showing that the wording of Facebook's definition of migrant has changed over time. However, their documentation does not provide information on which individual characteristics have been used to create the variable, or whether the algorithm identifying a user as a migrant was changed along with the change in the wording of the definition in 2018. Two studies have investigated how Facebook processes this category. In the first, researchers at Facebook suggested that Facebook users are considered "expats" on the basis of the location of their hometown and the structure of their friendship networks (Herdağdelen and Marelli 2017). In the second study, Spyratos et al. (2019) ran a survey in which 114 Facebook users were asked whether Facebook's Advertising Platform identifies them as an "expat" on the targeting platform. The authors concluded that Facebook uses other types of information that are not specified in the users' profiles, including geolocation outputs. The final clue can be found in Facebook's form 10-K, which is a U.S. Securities and Exchange Commission (U.S. SEC) document that provides a summary of Facebook, Inc.'s financial performance on the stock market. In these documents, Facebook wrote that "the geographic location of our users is estimated based on a number of factors, such as user's IP address and self-disclosed location" (U.S. SEC 2019, 2020). In the current article, we additionally leverage the variable "language" from the Facebook Advertising Platform. Facebook reported that it is possible to "target people with language other than common language for a location." ${ }^{1}$

The Facebook marketing API provides two metrics: Daily Active Users (DAUs) and Monthly Active Users (MAUs). On Facebook for developers, ${ }^{2}$ DAUs are defined as the "estimated number of people that have been active on your selected platforms and satisfy your targeting spec in the past day," while MAUs are defined as the "estimated number of people that have been active on your selected platforms and satisfy your targeting spec in the past month." The same U.S. SEC document (U.S. SEC 2019,2020 ) reported estimates of the bias of MAUs in 2018 and 2019, estimating that $11 \%$ of accounts were duplicated and $5 \%$ of accounts were false. Most of these anomalies were detected in Southeast Asia. We are using the MAUs estimates, because the Facebook document makes clear that this measure is more stable than the DAUs metric. The MAUs metric does not report numbers under 1,000 to prevent the targeting of small groups of individuals. Through the Facebook marketing API, we included in the current study all Facebook users in an aggregated and anonymized format.

## Comparison Between LFS Data and Facebook Data

The two main data sources we used are the LFS and the Facebook Advertising Platform. We included 20 of the EU27 countries in our study: Austria, Belgium, Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, the Netherlands, Poland, Portugal, Romania, Slovakia, Spain, and Sweden. Malta and Luxembourg were excluded because of their small size, Bulgaria and Croatia were excluded because Facebook does not provide estimates of expat numbers for them, and Estonia and Slovenia were excluded for missing values in the data used as covariates.
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Fig. 1 Facebook's aggregated estimates (in $1,000 \mathrm{~s}$ ) for the "expat" and language variables and Labour Force Survey data of migrant stocks from 20 European countries of origin in 2018 and 2019

Moreover, Cyprus was excluded because the Facebook "expat" estimates might include all the users living there (Gendronneau et al. 2019). The aggregated estimates of European migrants from the Facebook Advertising Platform were collected in the third week of July 2018 and July 2019. We used pySocialWatcher, which is a Python package, to download the data (DAUs and MAUs) from the Facebook API (Araujo et al. 2017). The data from the LFS were provided by the ONS for the period of June-July 2018 and June-July 2019. For the purpose of this analysis, we have assumed that the age structure of the LFS and Facebook migrant users did not change much between 2018 and 2019.

Figure 1 shows a comparison between these two data sources for the two years included in the analysis. Three variables from three data sources are shown: the migrant variable and language variable from Facebook, and estimates of migrant stocks by country of birth from the LFS. We can see a correlation between the Facebook migrant and language variables for many countries. The correlation between these variables is 0.92 for both years, while the correlation between the Facebook migrant variable and the LFS estimates is 0.91 in 2018 and 0.88 in 2019. However, there are exceptions:

- for countries with a language that is also spoken in other countries (e.g., German in Germany, Austria, Switzerland, and Belgium; or French in France, Switzerland, and Belgium); and
- for Greece, where we notice that the "expat" variable on Facebook does not capture the Greek migrants. (The Greek language is spoken in Greece and part of Cyprus.)

Figure 1 shows a visible drop in the Facebook migrant variable estimates between 2018 and 2019. This is not due to out-migration from the UK, but rather due to an algorithm change that affected the Facebook estimates. In Figure B2 in the online appendix, we highlight the shift that happened in the middle of March 2019, which led to an average change in the estimates of $48 \%$.

## Additional Data Sources

In this analysis, additional sources are used as covariates that can help us estimate migrant stocks. We used data on inflows and outflows of migrants from and to the UK from the IPS for 2017 and 2018. We used information on the populations of the countries of origin from the projections produced by Eurostat, together with the Eurostat estimates of unemployment and gross domestic product (GDP) per capita. The population data are used for the analysis for the years 2018 and 2019, while the other two data sets are used for the analysis for the years 2017 and 2018.

Data from the UK settled and presettled status scheme are added to make an additional comparison. These data come from the UK Home Office. This scheme allows European migrants already residing in the UK to apply for presettled status if they have been living in the UK for less than five years, and for settled status if they have been living there for five years or more. The measure of applications to the scheme provides an indication of the number of Europeans who want to continue to have the right to remain in the UK after Brexit has been finalized. The data represent an estimate for the total number of applications and includes the period from August 28, 2018, to December 31, 2019.

## Methodology

## General Model Architecture

The aim of the IMEM framework is to estimate the true or latent flow of international migrants across sending and receiving countries by combining biased data (Raymer et al. 2013). The original IMEM model combines flows from sending and receiving countries across the EU. Our aim is to provide an estimate of the true stock of European migrants in the UK based on a combination of the LFS and Facebook Advertising Platform data. The estimate of true stock is the number of migrants who would be counted if our collection system were able to perfectly measure all migrants (Disney 2015). While the true number of migrants is not known, through the use of Bayesian methods we might estimate a probability distribution for the true number of migrants that reflects our knowledge about it. These true or latent estimates from the model incorporate all the information collected from the various data sources, as well as our prior data about the migration process. Thus, the point estimate of the true number of migrants would be a summary of this distribution (i.e., the median).

The model is divided into two parts: the Measurement Error Model (MEM) and the Theory-Based Model (TBM). In the MEM, the Facebook Advertising Platform and LFS data are combined; in the TBM, other variables are also considered in the estimation
of the true stock. In this framework, the IMEM quantifies the limitations of the data sources and provides the appropriate prior distribution in order to reduce the bias.

The limitations of the data are assessed in terms of the following (Disney 2015; Raymer et al. 2013):

- Definition: How closely does the international migrant measure match the United Nation's definition of an international migrant?
- Coverage: What proportion of the total immigration stock does the data cover?
- Bias: Is there any systematic bias in the data?

In Figure 2, the model is explained using a diagram that is divided into four parts: input, data assessment, model, and output. In the input column, the data sources are survey data, digital trace data, and migration theory covariates for the TBM. The data assessment is followed by a summary of the limitations of the data in terms of definition, bias, and coverage. In the model box, the true stock at the center of the figure is estimated by the TBM and the MEM, which combine the stock estimates from the LFS with those from the Facebook Advertising Platform, while incorporating considerations related to definition, bias, and accuracy. Finally, in the output, the diagnostics and results are shown.

The model is constructed as follows. The number of European migrants (stocks), $z_{i j t}^{k}$, from a certain country, $i$, in the UK with a certain characteristic, $j$, is observed. In this case the characteristic selected is sex. This is done using data from Facebook, $F$, and from the LFS, $L$, and the value $k$ is then used to represent either $L$ or $F$ depending on which data are used to measure the European migrants stock $\left(z_{i j t}^{k}\right)$. The year, $t$, in this case is 2018 and 2019. The data sets used can thus be described in the form of matrices $\mathbf{Z}^{F}$ (Eq. (1)) for Facebook and $\mathbf{Z}^{L}$ (Eq. (2)) for the LFS. The model borrows strength across the two years:

$$
\begin{align*}
\mathbf{Z}^{F} & =\left(\begin{array}{cccc}
z_{11 t}^{F} & z_{12 t}^{F} & \ldots & z_{1 J t}^{F} \\
z_{21 t}^{F} & z_{22 t}^{F} & \ldots & z_{2 J t}^{F} \\
\vdots & \vdots & \ddots & \vdots \\
z_{11 t}^{F} & z_{I 2 t}^{F} & \ldots & z_{I J t}^{F}
\end{array}\right),  \tag{1}\\
\mathbf{Z}^{L} & =\left(\begin{array}{cccc}
z_{11 t}^{L} & z_{12 t}^{L} & \ldots & z_{1 J t}^{L} \\
z_{21 t}^{L} & z_{22 t}^{L} & \ldots & z_{2 J t}^{L} \\
\vdots & \vdots & \ddots & \vdots \\
z_{11 t}^{L} & z_{I 2 t}^{L} & \ldots & z_{I J t}^{L}
\end{array}\right) . \tag{2}
\end{align*}
$$

For every time $t$, the value of $\mathbf{Y}_{i j t}$ (Eq. (3)) is the random variable estimate of the true stock. It is a matrix with dimension $I \times J$ :

$$
\mathbf{Y}=\left(\begin{array}{cccc}
y_{11 t} & y_{12 t} & \ldots & y_{1 J t}  \tag{3}\\
y_{21 t} & y_{22 t} & \ldots & y_{2 J t} \\
\vdots & \vdots & \ddots & \vdots \\
y_{I 1 t} & y_{I 2 t} & \ldots & y_{I J t}
\end{array}\right)
$$



Fig. 2 Diagram illustrating the structure of the model

The value of $z_{i j t}^{k}$ is assumed to follow a Poisson distribution (Eq. (4)). The Poisson distribution is a probability distribution of the number of times an event is expected to occur. Here, the distribution of European migrants is based on expectations from the Facebook and LFS data. The distribution is

$$
\begin{equation*}
z_{i j t}^{k} \sim \operatorname{Po}\left(\mu_{i j t}^{k}\right) . \tag{4}
\end{equation*}
$$

Figure 3 illustrates the hierarchical structure of the model, which is explained in detail in the following section. The model is estimated using JAGS in R (Plummer et al. 2016). In JAGS, the normal distributions are defined in terms of the mean, $\mu$, and precision (i.e., one over the variance), $\tau$. The JAGS notation is used.


Fig. 2 (continued)

## Measurement Error Models

The Measurement Error Models describe how the observed values relate to the true count. The general equation (5) of the Measurement Error Model is

$$
\begin{equation*}
\log \mu_{i j t}^{k}=\log y_{i j t}+\delta^{k}+\beta^{k}+\chi_{i j t}^{k}+\xi_{i j t}^{k}+\lambda_{i j t}^{k}+\varepsilon_{i j j}^{k} . \tag{5}
\end{equation*}
$$

The equation is composed of five terms, $\delta^{k}, \beta^{k}, \chi_{i j t}^{k}, \xi_{j i t}^{k}$, and $\lambda_{i j t}^{k}$, which are used to convert the data from Facebook and the LFS to comply with the United Nation's definition of an international migrant, and to reduce the underestimation linked to the bias or coverage of the data. The first parameter, $\delta^{k}$, captures the differences in relation to the definition of migrants. The bias in the data is captured by $\beta^{k}$, while the coverage


Fig. 3 Graphical representation of the adapted IMEM (diagram inspired by Raymer et al. (2013:804)). The hyperparameters are not shown for greater clarity of presentation. Indices: $i$, sending country; $j$, sex; $t$, time. Square nodes represent reported data $\left(z_{i j t}^{L}, z_{i j t}^{F}\right)$ and covariates. Circle nodes represent parameters for the migration model and the measurement model.
of the Facebook data is considered in $\chi_{i j t}^{k}$. The parameter $\xi_{i j t}^{k}$ deflates the Facebook estimates of 2018 by the algorithm change that happened in 2019. The parameter $\lambda_{i j t}^{k}$ inflates the Facebook estimates with knowledge provided by the Facebook estimates of people speaking a certain language. The term $\varepsilon_{i j t}^{k}$ is the error term with normal distribution $N\left(0, \tau_{i j t}\right.$ ), and the precision $\tau_{i j t}$ has Gamma distribution $G(100,1)$ (where 100 is the shape parameter and 1 is the rate parameter), which has a mean equal to 100 and precision equal to 1 (e.g., variance equal to 100 ). Table 1 summarizes the parametrization of the model and the direction of the prior distributions.

## Data Assessment of the Labour Force Survey

The LFS defines a long-term international migrant in the same way as the United Nations (ONS 2018a) and provides data on each migrant's country of birth and citizenship. For our purposes, the country of birth criterion is used because it captures individuals with a migrant background, including those who acquired citizenship

Table 1 Parameters in the Measurement Error Model for the Labour Force Survey and Facebook

| Parameter | Interpretation | Labour Force Survey | Facebook |
| :---: | :---: | :---: | :---: |
| $\delta$ | Definition |  | Unknown definition, but with some variation |
| $\beta$ | Bias | Inflation of the estimates $+\left\{\begin{array}{cc} 4 \% & \text { undercount low } \\ 12 \% & \text { undercount medium } \\ 30 \% & \text { undercount high } \end{array}\right.$ | Deflation of the estimates -4 fake, duplicates |
| $\chi$ | Coverage |  | $\pm$ coverage by sex in the home country |
| $\xi$ | Algorithm change |  | ~effect of an algorithm change in 2019 |
| $\lambda$ | Language parameter |  | $\sim$ Greek language dummy parameter |

through naturalization. Because the LFS is used to estimate the stock of migrants in the UK, many researchers have investigated the quality of the survey's estimates and found that they underestimate migrants. Rendall et al. (2003), for example, reported that the 2001 LFS underreported international migrants by $26 \%$ compared with the 2001 census. Other research has shown that the bias in the LFS might be as high as $30 \%$ for nationalities with smaller stocks, such as Greeks and Lithuanians (Kupiszewska et al. 2010), and that the survey has a nonresponse rate of more than $15 \%$ (Martí and Ródenas 2007). Furthermore, the sampling framework of the LFS does not cover the entire target population (Kupiszewska et al. 2010) as students and more mobile migrants might not fully appear in the sample.

Table 2 compares data from the LFS collected between January and December 2011 with the British census that occurred on March 27, 2011. The data are aggregated for England and Wales only. The relative percentage change between the LFS and the census gives a sense of the bias between the two. It has to be stressed that the ONS has already attempted to recalibrate the LFS estimates with the results of the census. Despite this, there is still a problem with both undercounting and overcounting. The range of the bias is between $-21 \%$ and $15 \%$. This suggests that the LFS Measurement Error Equation is

$$
\begin{equation*}
\log \mu_{i j t}^{L}=\log y_{i j t}+\beta_{g(i)}^{L}+\varepsilon_{i j t}^{L} . \tag{6}
\end{equation*}
$$

Regarding this assessment, the LFS data are deflated by only one parameter, $\beta^{L}$, which considers both the bias and the coverage of the data. A separate parameter, such as $\delta^{L}$, is redundant as the definition of international migrant in the LFS follows the United Nations standard. The literature (Kupiszewska et al. 2010; Martí and Ródenas 2007; Rendall et al. 2003) suggests that for countries with small migrant populations in the UK, LFS migrant estimates may be around $30 \%$ lower than the true numbers. This percentage is reduced, to around $15 \%$, for those nationalities with large populations in the UK. Table 2 provides a measure of the bias at a country level. The ONS reports that the quality of the LFS estimates decreases over time when distanced from the census year (ONS 2020). The classification relies on the literature, the data from

Table 2 Aggregated estimates of the number of EU migrants in England and Wales by country of origin according to the LFS and the census, and the relative percentage change

| Country | LFS, January-March 2011 | Census, March 2011 | Relative Percentage Change |
| :--- | ---: | :---: | ---: |
| Austria | 19,000 | 19,087 | -0.46 |
| Belgium | 28,000 | 25,472 | 9.03 |
| Czech Republic | 37,000 | 37,150 | -0.41 |
| Denmark | 18,000 | 21,445 | -19.14 |
| Finland | 10,000 | 12,149 | -21.49 |
| France | 134,000 | 129,804 | 3.13 |
| Germany | 279,000 | 273,564 | 1.95 |
| Greece | 33,000 | 34,389 | -4.21 |
| Hungary | 44,000 | 48,308 | -9.79 |
| Ireland | 353,000 | 407,357 | -15.40 |
| Italy | 121,000 | 134,619 | -11.26 |
| Latvia | 57,000 | 54,669 | 4.09 |
| Lithuania | 115,000 | 97,083 | 15.58 |
| Netherlands | 52,000 | 59,081 | -13.62 |
| Poland | 572,000 | 579,121 | -1.24 |
| Portugal | 83,000 | 88,161 | -6.22 |
| Romania | 94,000 | 79,687 | 15.23 |
| Slovakia | 52,000 | 57,829 | -11.20 |
| Spain | 69,000 | 79,184 | -14.76 |
| Sweden | 30,000 | 30,694 | -2.31 |

Notes: The relative percentage change is computed from the LFS data from January to December 2011 and the census in 2011. The LFS data available for January to March 2011 are already recalibrated through 2011 census data. LFS = Labour Force Survey.

Table 2, and the assessment from the ONS, as well as our own expertise. The LFS bias is anchored to the relative percentage change between the LFS and the census, and an increase of bias over time is also considered. As a matter of fact, the countries are divided into three groups:

- Low-Bias at 4\%: Austria, Belgium, Czech Republic, Latvia, Sweden;
- Medium—Bias at 12\%: France, Germany, Greece, Hungary, Lithuania;
- High—Bias at 30\%: Denmark, Finland, Ireland, Italy, Netherlands, Poland, Portugal, Romania, Slovakia, Spain.

As a consequence, the $\beta^{L}$ parameter is assigned according to a parameter $g(i)$, where

$$
g(i)= \begin{cases}1, & \text { if the undercount is assumed to be low; }  \tag{7}\\ 2, & \text { if the undercount is assumed to be medium; } \\ 3, & \text { if the undercount is assumed to be high. }\end{cases}
$$

The prior distribution is set to

$$
\beta_{i}^{L} \sim \begin{cases}N(-0.04,100), & \text { if the undercount is assumed to be low; }  \tag{8}\\ N(-0.13,100), & \text { if the undercount is assumed to be medium; } \\ N(-0.35,100), & \text { if the undercount is assumed to be high. }\end{cases}
$$

The means on the prior $\beta^{L}$ are assumed to be time-invariant: they are considered as an approximation of the bias and thus small time variances are not accounted for. The term $\varepsilon_{i j t}^{k}$ is the error term with normal distribution $N\left(0, \tau_{i j t}\right)$, and the precision $\tau_{i j t}$ has Gamma distribution $G(100,1)$, as previously described.

## Data Assessment of the Facebook Advertising Platform

Given our earlier description of the Facebook data, a parameter was created for the data's definition, bias, and coverage. The Facebook $\delta^{F}$ is a priori assumed to be normally distributed with $N(0,100)$, while $\beta^{F}$ has a normal distribution $N(0.04,100)$. The mean of $\beta^{F}$ is set at $4 \%$ to deflate the Facebook estimates to account for fake and duplicate accounts. This value is lower than the $11 \%$ suggested by Facebook itself, because we assume that the percentage of fake and duplicated accounts labeled as belonging to migrants is lower in Europe. The mean of the coverage parameter $\chi_{i j t}^{F}$ (Eq. (9)) is the rate of non-Facebook users in the country of origin of the European migrants, since the aim is to correct by this adjustment. It is computed as

$$
\begin{equation*}
\chi_{i j t}^{F}=\log \left(1-\frac{\left.{\text { Number of Facebook } \text { users }_{i j t}}_{\text {Eurostat population size }_{i j t}}\right) . . . . . . . .}{}\right. \tag{9}
\end{equation*}
$$

Additionally, the digital trace data are described as unstable. Indeed, it seems that Facebook reviewed its algorithm on expats in the middle of March 2019, and there was a drop in the migrant estimates after this time. The change is country- and sexspecific. For this reason, a parameter was introduced for the rate algorithm $\xi_{i j t}^{F}$ (Eq. (10)), which aims to adjust the Facebook data for this bias caused by the change in the algorithm:

$$
\begin{equation*}
\xi_{i j t}^{F}=\log \left(\frac{\text { Estimates before }_{i j}-\text { Estimates after }_{i j}}{\text { Estimates before }_{i j}}\right) . \tag{10}
\end{equation*}
$$

A parameter was used for Greece that inflates the estimates of the Facebook expat variable (Eq. (11)), which reports a low number of "people that used to live in Greece and now live in the UK." However, the language variable, which Facebook uses to "target people with language other than common language for a location," provides some information that can be used to adjust the number of Greeks living in the UK. As the Greek language is also spoken by Cypriot migrants, the estimates are deflated by a ratio calculated using LFS data of the number of Greek and Cypriot migrants. Unfortunately, this is another sign that digital trace data are not perfect, as it seems that Facebook is not accounting for Greek migrants with the migrant variable (see also Figure A1 in the online appendix).

$$
\begin{equation*}
\lambda_{i j t}^{F}=\log \left(\frac{\mathrm{FB}^{\text {Language }}}{i j t}{ }_{\text {FB Migrant }}^{i j t}, ~{\text { LFS Greece } \text { migrant }_{i j t}}_{\text {LFS Greece migrant }_{i j t}+\text { LFS Cyprus migrant }_{i j t}}^{) .}\right. \tag{11}
\end{equation*}
$$

After this assessment, the Facebook Measurement Error Equation is

$$
\begin{equation*}
\log \mu_{i j t}^{F}=\log y_{i j t}+\delta^{F}+\beta^{F}+\chi_{i j t}^{F}+\xi_{i j t}^{F}+\lambda_{i j t}^{F}+\varepsilon_{i j t}^{F} . \tag{12}
\end{equation*}
$$

## Theory-Based Model

In this part of the model, covariates that might help to explain the true stock of European migrants in the UK are introduced:

$$
\begin{equation*}
\log y_{i j t}=\alpha_{0}+\alpha_{1} P_{i j t}+\alpha_{2} I_{i j t}+\alpha_{3} O_{i j t}+\alpha_{4} \log G_{i j t}+\alpha_{5} \log U_{i j t}+\varepsilon_{i j t}, \tag{13}
\end{equation*}
$$

where $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{5}\right)$ is a vector of parameters; $\alpha_{0}$ is assumed to be normally distributed $\alpha_{0} \sim N(0,0.01)$, providing a weakly informative prior on the constant term, while $\alpha_{(1, \ldots, 5)} \sim N(0,1)$ is assumed to be more informative. The error term $\varepsilon_{i j t}$ has a normal distribution $N\left(0, \tau_{i j t}\right)$, with precision $\tau_{i j t}$ following a Gamma distribution $\operatorname{Gamma}(100,1)$.

The covariates used in the models for 2018 and 2019 include:
$P$ : a normalized measure of population size in the country of origin, divided by the mean of the population in the same countries considered in the model (data are from the latest estimates by Eurostat in 2018 and in 2019);
I: a normalized measure of the inflows from European countries to the UK, divided by the mean of the inflows of migrants from the countries considered in the model (data are from the IPS in 2017 and in 2018);
$O$ : a normalized measure of the outflows to the European countries from the UK, divided by the mean of the outflows of emigrants from the countries considered in the model (data are from the IPS in 2017 and in 2018);
G: ratio of GDP growth rate in the European country of origin in 2017 and in 2018, divided by the GDP growth rate in the UK (data are from Eurostat); and
$U$ : ratio of the unemployment rate in the European country of origin in 2017 and in 2018, divided by the unemployment rate in the UK (data are from Eurostat).

The normalized measure of the population size is a predictor of the possible number of migrants informed by a gravity model; that is, the larger the population, the larger the number of possible migrants. The normalized measures of inflows and outflows from the IPS provide an indication of the levels of fluctuation in terms of arrivals and departures for every nationality, and thus help to capture fluctuations in the stocks. The ratio of the GDP growth rate to the unemployment rate provides information on how the economy of the country of origin compares to that of the UK, and therefore is a form of economic gravity indicator. Study code and data are accessible at https://github.com/chiccorampazzo/fb-migration-uk.

## Results

We present two sets of models. The first is for the total number of European migrants in the UK, and the second disaggregates the estimates by sex. They are run simultaneously by year (2018 and 2019) to borrow strength across the years. In the first model, the aim is to explain the magnitude of the undercount of the LFS data relative to the estimates produced by the model for the two years. All estimates of the models converge. Detailed results and diagnostic statistics are in the online appendix.


Fig. 4 Comparison of Facebook, LFS, and model estimations (absolute numbers in thousands) of European migrants aged 15 or older for the years 2018 and 2019. LFS data are shown with $95 \%$ confidence intervals, and model estimates are shown with the interquartile.

## Model for Total Numbers

Figure 4 shows data from three data sets and our estimates: the Facebook advertising data are in blue, the LFS data are in yellow, the settled status application data are in red, and the model estimates are in green. The settled status data are presented for comparison only. LFS data are shown with a $95 \%$ confidence interval, while model estimates are shown with the interquartile (IQR).

There are three main messages that can be discerned from this figure. First, the differences between the Facebook data in 2018 and 2019 are readily visible, and are related to the algorithm change carried out by Facebook. However, the prior distribution on the algorithm parameter seems to fix this bias, as the differences between the 2018 and the 2019 estimates were relatively small. Second, while the LFS data are relatively consistent across the two years, a decreasing trend in the number of EU migrants in the UK is visible. Third, the model estimates are higher than the LFS estimates. In some cases, the IQR range of the model estimates includes the LFS estimates.

The parameter on Greece seems to be effective in bringing the estimates closer to the LFS values. In the online appendix, the posterior characteristics of the true stock estimates for all of the models and the $\hat{R}$ are reported, the latter being a measure that helps determine whether chains have converged depending on whether it is close to one (Gelman et al. 2013). All of the chains have converged when $\hat{R}$ is strictly equal to one (except for Romania in 2018 and Poland in 2019, where $\hat{R}$ is 1.01 as shown in the online appendix). The algorithm for estimating all of the other parameters has converged as well. Table 3 gives a comparison of the undercounted LFS estimates with the model estimates. While the ONS has estimated an undercount of $16 \%$, the model estimates an undercount of $25 \%$ for 2018 and $20 \%$ for 2019. The undercount for 2018 has larger

Table 3 Percentage undercount of the LFS estimates in comparison with the model estimates

| Year | $2.5 \%$ | $25 \%$ | $50 \%$ | $75 \%$ | $97.5 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 2018 | 13 | 21 | 25 | 29 | 37 |
| 2019 | 10 | 16 | 20 | 24 | 31 |

Note: LFS = Labour Force Survey.
intervals, likely owing to the prior on the algorithm change. Additionally, the model for 2019 estimates a higher number of migrants of certain nationalities (e.g., Polish, Italian, and Hungarian) and a lower number of migrants of other nationalities (e.g., Romanian, German, and Czech). The interquartile range of these distributions is large, highlighting the uncertainty in the estimates. However, the models for the two years indicate that the undercount and the uncertainty are in the same direction.

## Model Disaggregated by Sex

In this part of the model, the estimates are disaggregated by sex, because it is important to study the age and sex differences of migrants, as there might be large differences across sexes. The model proposed works for sex disaggregation, and Figure 5 shows the estimates. In this case, the comparison with migrants who have applied for the settled status scheme is not available because the data from the Home Office are not disaggregated by sex.

## Sensitivity Analysis

Some sensitivity checks of the model are provided. First, the model was run while including only the LFS data. For the model specified in this article, the undercount is estimated at $25 \%$ in 2018 and at $20 \%$ in 2019. In Table 4, the undercount of this new specification of the model is reported, estimated at a median level of $8 \%$ in 2018 and $22 \%$ in 2019. These two median levels are not close to those produced by the model that combines Facebook and LFS data, with a smaller undercount in 2018 and a larger one in 2019. Overall, the uncertainty of the undercount estimate is greater when using only LFS data. The second sensitivity check was to modify the parameters from the Facebook and LFS Measurement Error Models. In the models used here, the parameters are informed by previous research and calculations on the data, except the $\beta^{F}$, which is the bias parameter for Facebook. It is assumed the value is lower than the percentage of fake and duplicate accounts worldwide. In the sensitivity analysis, the Facebook bias parameter was first modified to $0 \%$, indicating no bias in the Facebook estimates, and then to $11 \%$.

In this paragraph, we analyze the different specification of the models looking at Table 4. The undercount with no bias attributed to the Facebook estimates is $22 \%$ for 2018 and $19 \%$ for 2019 , which is slightly lower than that specified in the suggested model. The undercount with a higher $\beta^{F}$ is $25 \%$ for 2018 and $20 \%$ for 2019. The undercounts with a $\beta^{F}$ at $4 \%$ and at $11 \%$ are very similar.


Table 4 Percentage undercount of the LFS estimates in six different models: (1) specified only with the LFS data, (2) with the Facebook bias parameter set to $0 \%$, (3) with the Facebook bias parameter set to $11 \%$, (4) with the LFS bias parameter set to $4 \%$, (5) with the LFS bias parameter set to $30 \%$, and (6) with the $\operatorname{Gamma}(1,1)$ distribution

| Model | Year | $2.5 \%$ | $25 \%$ | $50 \%$ | $75 \%$ | $97.5 \%$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Model without | 2018 | -77 | -11 | 8 | 16 | 25 |
| Facebook data | 2019 | -73 | 3 | 22 | 32 | 45 |
| Model with Facebook | 2018 | 11 | 18 | 22 | 26 | 34 |
| bias at 0\% | 2019 | 9 | 15 | 19 | 22 | 30 |
| Model with Facebook | 2018 | 14 | 21 | 25 | 29 | 37 |
| bias at 11\% | 2019 | 10 | 16 | 20 | 23 | 31 |
| Model with LFS | 2018 | -9 | -4 | -1 | 2 | 8 |
| bias at 4\% | 2019 | -12 | -7 | -4 | -1 | 5 |
| Model with LFS | 2018 | 22 | 29 | 33 | 37 | 46 |
| bias at 30\% | 2019 | 19 | 26 | 30 | 34 | 42 |
| Model with | 2018 | -9 | 10 | 21 | 34 | 65 |
| Gamma(1,1) | 2019 | -15 | 4 | 15 | 27 | 55 |

The model is sensitive to the choice of the assumed bias of the LFS parameter. We modified the bias of the LFS to $4 \%$ (the minimum level assumed) and to $30 \%$ (the maximum level assumed) for all the countries. With the low minimum bias level assumed, the undercount reaches negative median values, while it is larger when the maximum bias level is assumed. We also tried different specifications of the precision distribution term, which is assumed to follow a $\operatorname{Gamma}(100,1)$ in the presented model. The model was specified with a $\operatorname{Gamma}(1,1)$, which is less informative than $\operatorname{Gamma}(100,1)$. The gradient of the median of the undercount is similar to the one in the presented model, though the uncertainty is larger. There is some impact of the prior selection on the uncertainty of the estimates.

Finally, in Figure 6, the estimates from the model on the total estimates (model 1) are compared to the sum of the estimates from the sex disaggregation model. Though the estimates are close to each other, there are cases in which the sum from the sex disaggregation model is not completely aligned with the distribution from model 1 . This is due to inconsistencies in the Facebook and LFS data disaggregated by sex. The estimates from our models seem to be stable to different prior distributions, yet the precision of those prior distributions had to be carefully chosen to ensure model convergence, while exploring reasonable areas of the parameter space with respect to the precision parameters.

## Discussion

The model estimated the migrant stocks for 2018 and 2019. In the 2018 model, a prior distribution was used to account for an algorithm change that Facebook implemented in March 2019, which led to a decrease in the estimate of European migrant numbers. This algorithm change was not uniform, however, as it varied by country and sex of the migrants. This finding highlights the importance of monitoring digital traces and cautions that using digital traces alone is not sufficient to generate better


Fig. 6 Comparison between estimates from the first model and the sum of female and male migrants from the second model for 2018 and 2019 (absolute numbers in thousands)
estimates of stocks of migrants. The parameters associated with the algorithm change and the Greek factor (i.e., the factor that Greeks are underrepresented in the Facebook migrant variable) were shown to be effective in bringing the model estimates in line with the LFS estimates.

Our inclusion of the Home Office's data related to settlement and presettlement applications as an additional comparison proved interesting. For Polish migrants, the number of applicants to these schemes was lower than the LFS estimate, while for Romanian migrants, this number was the same as the LFS estimate. The number of applicants is expected to be lower than the LFS estimate of migrants because applying for the scheme before the end of the transition period is not mandatory. It was observed, however, that in some cases the settled status application number was higher than the LFS estimate but closer to the model estimates, suggesting that the model might have been producing a more accurate estimate than the LFS. For Italian migrants, for example, the number of settled status applications was close to the median estimate from the proposed model. Conversely, the model estimates for Portuguese migrants were closer to the LFS estimates and lower than the estimates of applicants for settled or presettled status. Interestingly, the results for the model estimates for Germany were also lower than the LFS estimates, but were closer to the estimates of those who filed a settlement or presettlement application. Almost no Irish nationals applied to the settled or presettled scheme owing to the bilateral agreements between the Republic of Ireland and the UK.

An estimate of the total number of European migrants by sex is also provided. The sum of the estimates from this second model was equal to the total from the first. There was uncertainty in our estimates, especially for the countries of origin with the highest number of migrants in the UK: Poland and Romania. This might suggest that for nationalities where the level of uncertainty is higher, the sample of households
and migrants interviewed should be increased. A possible solution to reduce the uncertainty would be to include a prior distribution in the model driven by expert opinion, as well as more informative priors on the Facebook and LFS data once they become available.

Moreover, the analysis showed one of the main limitations of digital trace data: the lack of transparency on how private digital companies produce their estimates. Indeed, it is not clear how exactly Facebook labels users as "people that used to live in country x and now live in country y ," or how they determine which languages are spoken by the users on their platform. Furthermore, there are no details available about the algorithm change Facebook implemented in March 2019.

## Conclusions

Our overarching research question was: What can Facebook advertising data contribute to ONS migration estimates in a context in which there are no "ground truth" data against which model estimates can be validated? This question was answered by exploring the two data sources and producing a probabilistic measure of European migration. Although this study found greater uncertainty in the estimates that were already known to be biased, it contributes to the "learning process" hoped for by Willekens (1994, 2019), which can lead to the extension of this framework. The obvious next step would be to expand the model to disaggregate the estimates by age and sex.

This analysis made three contributions to digital and computational demography. First, it proposed to apply a framework that is already in use in migration research to digital traces. The proposed model is a flexible framework, in which it is possible to include new information as soon as it becomes available, including additional digital trace data from other advertising platforms such as Instagram, Snapchat, and LinkedIn, as well as from other administrative sources. Second, it addressed the biases of both traditional and digital trace data. The use of a prior distribution was shown to fix these issues in a probabilistic fashion. Third, it produced an estimate of the undercount of migration levels. Overall, the model estimated an undercount of $25 \%$ for 2018 and $20 \%$ for 2019 based on the LFS data. For migrants to the UK from the EU8 countries, the ONS had estimated an undercount of $16 \%$ for March 2016. It would be possible to compute this measure using data from both the LFS and Facebook at the time of the next census (which in the UK is scheduled for 2021). In this way, the model could be used to help nowcast migration in a timely manner, thus comparing the estimates to those of the census.

Facebook's coverage of the general population varies by age and sex (self-reported by Facebook's users). A Pew Research Center report (Pew Research Center 2018) showed that while Facebook is used across all age-groups, the numbers of younger users have been declining. Facebook has, however, noted that some younger users register with an inaccurate age (U.S. SEC 2019, 2020). In addition to the age composition of Facebook users, we should consider the coverage differences between men and women. Fatehkia et al. (2018) and Garcia et al. (2018) explored patterns in the use of Facebook to describe the digital gender gap that exists even in developed countries. While the gap is growing smaller, there are still more men than women on

Facebook (Fatehkia et al. 2018). Including an age and sex disaggregation is a further step that we leave for future research.

Traditionally, demographic methods have relied on approaches like the basic demographic balancing equation, in which the terms have to add up. That may not be necessary, however, when the underlying data have different types of biases. At the same time, more and more data sources that contain important signals of change (as well as biases) are becoming available. This study contributes to the demographic literature by proposing an approach to studying migration that is able to combine and make sense of new and different data sources in a way that builds on classic demographic approaches, while repurposing them within a Bayesian statistical framework.
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